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Tools Overview

In addition to the web-based administrative interface that may be used to schedule jobs and view
results, SLAMD comes with a number of useful tools that are related to ways in which you might
want to use SLAMD. Some of these tools may be used to generate data to use when testing,
some of them may be used to perform tests in a standalone manner, and others may be used to
interact with the administrative interface from the command line. This document provides an
overview of some of the tools included with SLAMD and information about how to use them.

For all tools provided with SLAMD, you may get some help by invoking the corresponding

command with the "-g" argument. This will display a list of all supported arguments for that
command, along with descriptions for those arguments.

Tools Overview 3



Administrative Tools

SLAMD is provided with a number of administrative tools that can be used to perform certain
tasks from the command line rather as an alternative to the web-based interface. Some of those
tools include:

add-job-class -- This may be used to add a new job class to the SLAMD server so that

jobs of that type may be scheduled.

cancel-job -- This may be used to request that a pending or running job be cancelled.
create-folder -- This may be used to create a job folder in the SLAMD server.
delete-folder -- This may be used to delete a job folder in the SLAMD server.

disable-job -- This may be used to disable a pending job so that it is not eligible to
start.

enable-job -- This may be used to enable a job that has been disabled.

export-data -- This may be used to export job data from the SLAMD server in a form
that may be imported into another SLAMD instance.

export-job -- This may be used to export statistics collected by a job in tab-delimited
text form in a manner that may be used by other applications (e.g., imported into a
spreadsheet).

get-job -- This may be used to display information for a specified job.

import-data -- This may be used to import data into the SLAMD server that was
exported using the export-data tool.

install-job-pack -- This may be used to install a job pack into the SLAMD server,
which is a collection of job classes that make it possible to schedule jobs of that type.

list-folders -- This may be used to obtain a list of folders defined in the SLAMD
Server.
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restart-slamd -- This may be used to restart the SLAMD server without restarting the
underlying web application container.

run-script -- This may be used to execute a script written in the SLAMD scripting
language.

slamd-status -- This may be used to obtain status information from the SLAMD server.

start-slamd -- This may be used to start the SLAMD server if it is not running but the
underlying web container is running.

stop-slamd -- This may be used to stop the SLAMD server without stopping the
underlying web application container.

upload-file -- This may be used to upload a file into a folder in the SLAMD server.

view-log -- This may be used to view information from the SLAMD server log.

For each of these tools, you may obtain usage information by invoking the tool with the "-g"
option. Most tools include the following options:

-h {address} -- Specifies the address of the SLAMD server. By default, it will attempt to
access the server on the local system.

-p {port} -- Specifies the port of the SLAMD server. By default, it will use port 8080.

-A {authID} -- Specifies the username to use to authenticate to the SLAMD server if that
capability is enabled.

-P {password} -- Specifies the password to use to authenticate to the SLAMD server if that
capability is enabled.

-u {uri} -- Specifies the base URI for the SLAMD administrative interface. By default, a
URI of "/s1lamd" will be used.

-s -- Specifies that communication with the SLAMD server should be encrypted with
SSL.
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LDAP Performance Tools

While the primary purpose of SLAMD isto provide a graphical interface for running jobs
across one or more client systems, it does provide a few tools which may be used to
perform simple performance tests against LDAP directory servers from asingle client.
Thisis often useful for spot-checking, and these tools provide instantaneous real-time
feedback as the job runs so you can examine the results as they are obtained.

Each of these tools provide the ability to target multiple entries through the use of value
patterns. Value patterns are strings which may contain numeric ranges so that value
patterns may be used to generate multiple values. Each numeric range should be
enclosed in square brackets, with upper and lower bounds separated by either a colon (to
indicate that values in the range should be chosen in sequential order) or adash (to
indicate that values in the range should be chosen randomly). If sequential ordering isto
be used, you can follow the upper bound with an "x" character followed by an integer to
indicate that values should use the specified interval rather than the default interval of
one. In either sequential or random ordering, you can also follow the upper bound with a
"¢" character followed by aformat string (as used by the java.text.DecimalFormat
class) that indicates how the numeric value may be formatted. Examples of value
patterns include:

e (uid=user.[1:1000]) -- Thisindicatesthat values between 1 and 1000 should
be selected in sequential order, so that the first value generated will be
"(uid=user.1)", the second will be" (uid=user.2)", etc., Upto " (uid=user.
1000)", a which point it will wrap back around to " (uid=user.[1:10007])".

e (uid=user.[1-1000]) -- Thisindicatesthat values between 1 and 1000 should
be chosen at random and used in place of the bracketed range.

e (uid=user.[1:1000x2]) -- Thisindicatesthat values between 1 and 1000 should
be selected in sequential order, but using increments of 2. Thefirst value
generated will be" (uid=user.1)", the second will be" (uid=user.3)", and so
on.

e (uid=user.[1-1000%0000]) -- Thisindicates that values between 1 and 1000
should be chosen at random and should be formatted so that all values will be four
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digits long, padded with leading zeros as necessary (so if avalue of "12" is chosen,
then the resulting value will be " (uid=user.0012)").

searchrate

The searchrate tool provides the ability to perform repeated LDAP searches against a
directory server and will report the recent and average rate of the searches, the recent and
average times (in milliseconds, with microsecond accuracy) required to perform the
searches, the number of entries returned per search, and the number of errors encountered
during processing.

Some of the arguments supported by this tool include:

-h {address} -- Specifies the address of the directory server to use. By default, it
will use the local system.

-p {port} -- Specifies the port of the directory server to use. By default, it will use
port 389.

- {bindDN} -- Specifiesthe DN to use to bind to the directory server (if using
simple authentication). By default, no authentication will be performed.

-w {password} -- Specifies the password to use to bind to the directory server (if
using simple authentication). By default, no authentication will be performed.

-z -- Specifies that communication should be encrypted with SSL.

-b {baseDN} -- Specifies the base DN to use for the searches. Thismay be asingle
DN, or it may be avalue pattern.

-s {scope} -- Specifies the scope to use for the searches. This may be one of
"base", "one", "sub", or "subord".

-f {filter} -- Specifiesthefilter to use for the searches. This may be asingle filter
value, or it may be avalue pattern.

-t {num} -- Specifies the number of concurrent threads to use to generate the load.
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modrate

Themodrate tool provides the ability to perform repeated LDAP modifications against a
directory server and will report the recent and average rate of the modifications, the
recent and average times (in milliseconds, with microsecond accuracy) required to
perform the modifications, and the number of errors encountered during processing.

Some of the arguments supported by this tool include:

e -h {address} -- Specifies the address of the directory server to use. By default, it
will use the local system.

e -p {port} -- Specifiesthe port of the directory server to use. By default, it will use
port 389.

e -D {hindDN} -- Specifiesthe DN to use to bind to the directory server (if using
simple authentication). By default, no authentication will be performed.

e -w {password} -- Specifies the password to use to bind to the directory server (if
using simple authentication). By default, no authentication will be performed.

e -z -- Specifiesthat communication should be encrypted with SSL.

e -b {baseDN} -- Specifiesthe DN of the entry to modify. This may be either asingle
DN or avaue pattern.

e -a {namg} -- Specifies the name of the attribute to modify. Thisargument may be
provided multiple times with different attribute names if multiple attributes should
be updated in each modification.

e -1 {length} -- Specifiesthe number of charactersto include in the values used in the
modifications.

e -t {num} -- Specifiesthe number of concurrent threads to use to generate the load.

authrate

The authrate tool provides the ability to perform repeated L DAP authentication
sequences against a directory server, where each authentication consists of asearch to
find auser entry followed by abind as that user to verify the credentials. It will report
the recent and average rate of the authentications, the recent and average times (in
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milliseconds, with microsecond accuracy) required to perform the authentications, and
the number of errors encountered during processing.

Some of the arguments supported by this tool include:

-h {address} -- Specifies the address of the directory server to use. By default, it
will use the local system.

-p {port} -- Specifies the port of the directory server to use. By default, it will use
port 389.

-p {bindDN} -- Specifies the DN to use to bind to the directory server for the
connections used to perform the searches. By default, no authentication will be
performed.

-w {password} -- Specifies the password to use to bind to the directory server for the
connections used to perform the searches. By default, no authentication will be
performed.

-z -- Specifies that communication should be encrypted with SSL.

-b {baseDN} -- Specifies the base DN to use for the searches. This may be asingle
DN, or it may be avalue pattern.

-s {scope} -- Specifies the scope to use for the searches. This may be one of

"base”, "one", "sub", or "subord".

-f {filter} -- Specifiesthefilter to use for the searches. This may be asingle filter
value, or it may be avalue pattern.

-c {password} -- Specifies the password to use when binding as the users identified
by the searches.

-a {authType} -- Specifies the type of authentication to perform. Supported
authentication types are "SIMPLE", "CRAM-MD5", "DIGEST-MD5", and
"PLAIN".

-t {num} -- Specifies the number of concurrent threads to use to generate the load.
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LDAPDecoder

Many network protocols like HTTP and SMTP are text-based, which meansthat it is
relatively simple to decode that information if it isintercepted over the wire. LDAP,
however, is binary protocol that uses the ASN.1 basic encoding rules specification to
encode al communication. While some components of LDAP communication (e.g.,
distinguished names) may be decipherable, it is significantly more difficult to interpret
other data elements.

To address this problem, the LDAPDecoder utility provides a means of interpreting
LDAP communication and displaying it in a human-readable form. This can be very
useful for debugging problems with the interaction between LDAP clients and a directory
server, or to simply gain a better understanding of the structure of LDAP traffic.

The LDAPDecoder offers two modes of operation:

It can be configured as avery ssmple proxy, in which LDAP clients communicate with
the LDAPDecoder rather than the directory server. The LDAPDecoder will decode
the request before forwarding it on to the directory server, and it will decode the
response from the server before forwarding it back to the client.

It can be used to decode network packet captures taken from utilities like snoop on
Solaris or tcpdump on Linux.

Although the first mode of operation does require that clients be reconfigured to
communicate with the LDAPDecoder rather than directly with the directory server, this
mode of operation does offer some advantages that may not be otherwise available:

The LDAPDecoder can be configured to use SSL for its communication, in which case
it could offer the ability to decode encrypted LDAP traffic.

The LDAPDecoder can make it possible to decode communication for the case in
which the LDAP client and directory server are on the same system. Some operating
systems like Solaris do not offer the ability to capture traffic over the loopback
interface.

10 SLAMD Distributed Load Generation Engine -- Tools Guide



If configured to listen on a port greater than 1024, the LDAPDecoder does not require
root access to operate. In general, network packet capture utilities do require root
access.

It can be used to more easily target the communication between a specific LDAP client
and the directory server by ssmply changing that one client to communicate with the
LDAPDecoder rather than the directory server. Depending on how it was obtained, a
network packet capture may include traffic from alarge number of clients, or even
non-L DAP communication.

Large LDAP requests and responses may be too big to fit into a single packet and
therefore would need to be split into multiple packets. The LDAPDecoder cannot
interpret LDAP communication in which the entire request is not present in asingle
packet.

In some cases, particularly when processing a search that matches multiple entries, a
multiple LDAP messages may be bundled into the same packet. The LDAPDecoder
cannot interpret LDAP communication in which multiple LDAP messages are present
in asingle packet.

This document discusses the use of the LDAPDecoder utility in both modes of operation.

Running in Proxy Mode

When the LDAPDecoder is configured to operate in proxy mode, LDAP communication
between clients and the directory server must pass through the decoder. Asit intercepts
the communication, it will interpret and display the information it contains in a human-
readable form.

To start the LDAPDecoder in proxy mode, use the command:

$ tool s/l dap-decoder.sh -L {listenPort}

where {listenPort} iS the port on which the LDAPDecoder should listen for client
connections. By default, thiswill listen on all interfaces on the specified port, and will
forward all traffic to adirectory server listening on port 389 on the same system.
However, this can be changed by providing additional command-line arguments. The
other arguments that may be used are:
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-h {serverAddress} -- This specifies the address of the directory server to which all
communication should be forwarded. It may be either an |P address or resolvable
name. By default, an address of "127.0.0.1" will be used.

-p {serverPort} -- This specifies the port of the directory server to which all
communication should be forwarded. By default, a port of 389 will be used.

-1 {listenAddress} -- This specifies the address on which the LDAPDecoder will listen for
connections from clients. By default, the LDAPDecoder will listen on all interfaces
using an address of "0.0.0.0".

-f {outputFile} -- This specifies the path to the output file to which the decoded LDAP
communication should be written. By default, the information will be written to
standard outpui.

- F {outputFile} -- This specifies the path to the output file to which decoded
communication will be written asa SLAMD job script. By default, no script file will
be written.

-m-- This specifies that each client connection should be written to a separate output
file. By default, all communication captured will be written to the same place (either
standard output or a specified output file). If thisoption is used, then an output file
must be specified with the - f option, and the address and port of the client connection
will be appended to this filename for each connection.

-s -- This specifies that the communication between the LDAPDecoder and the
directory server should be encrypted using SSL. More information on using SSL will
be provided later in this section. By default, SSL will not be used for this
communication.

- S -- This specifies that the communication between the clients and the LDAPDecoder
should be encrypted using SSL. More information on using SSL will be provided later
inthis section. By default, SSL will not be used for this communication.

-b -- This specifies that the raw bytes of the LDAP communication should be included
in the output. By default, only the human-readable interpretation of the traffic will be
output. Including the raw bytes received can be useful for debugging purposes. Note

that only the actual TCP datawill beincluded. Other datain the packet received (i.e.,

transport-layer, IP, and TCP headers) will not be included in the output.
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.- -v -- This specifies that the LDAPDecoder should operate in verbose mode. This will
cause more debugging information to be generated that can help diagnose any
problems that may occur.

When the LDAPDecoder is started in proxy mode, it will display a message indicating
that it islistening for client connections, like:

$ tool s/l dap-decoder.sh -L 5389
Li stening on 0.0.0.0:5389 for client connections

At this point, whenever aclient establishes a connection to the LDAPDecoder, the
LDAPDecoder will establish a corresponding connection to the directory server. Then,
any reguests from the client will be decoded before being passed onto the directory
server, and responses from the server will be decoded before being sent to the client. For
example, if the client issues the command:

$ | dapsearch -p 5389 -D "cn=Directory Manager" -w password \
-b "dc=exanpl e, dc=cont’ -s base "(objectd ass=*)"

the output produced by the LDAPDecoder may be:

[ 26/ Feb/ 2004: 14: 40: 55. 221 -0600] -- New client connection from 127.0.0. 1: 38694
[ 26/ Feb/ 2004: 14: 40: 55. 269 -0600] -- Read data fromthe client
Decoded Data from Cient:
LDAP Bi nd Request
Message ID: 1
LDAP Bi nd Request Protocol O
LDAP Version: 3
Bind DN\  cn=Di rectory Mnager
Aut henti cati on Dat a:
Aut henti cation Type: Sinple
Bi nd Password: password

[ 26/ Feb/ 2004: 14: 40: 55. 325 -0600] -- Read data fromthe server
Decoded Data from Server
LDAP Bi nd Response
Message ID: 1
LDAP Bi nd Response Protocol Op
Result Code: 0 (Success)

[ 26/ Feb/ 2004: 14: 40: 55. 330 -0600] -- Read data fromthe client
Decoded Data fromdient:
LDAP Sear ch Request
Message 1D 2
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LDAP Search Request Protocol Op
Base DN: dc=exanpl e, dc=com
Scope: 0 (basevject)
Deref Aliases: 0 (neverDerefAliases)
Size Limt: O
Time Limit: O
Types Only: false
Filter: (objectd ass=*)
Attributes:

[ 26/ Feb/ 2004: 14: 40: 55. 348 -0600] -- Read data fromthe server
Decoded Data from Server:
LDAP Search Result Entry
Message ID: 2
LDAP Search Result Entry Protocol Op
dn: dc=exanpl e, dc=com
dc: exanpl e
obj ectd ass: top
obj ectd ass: donain

[ 26/ Feb/ 2004: 14: 40: 55. 357 -0600] -- Read data fromthe server
Decoded Data from Server:
LDAP Search Result Done
Message 1D 2
LDAP Search Result Done Protocol Op
Result Code: 0 (Success)

[ 26/ Feb/ 2004: 14: 40: 55. 391 -0600] -- Read data fromthe client
Decoded Data from Cient:
LDAP Unbi nd Request
Message ID: 3
LDAP Unbi nd Request Protocol Op

[ 26/ Feb/ 2004: 14: 40: 55. 396 -0600] -- Error reading data fromthe client
[ 26/ Feb/ 2004: 14: 40: 55. 397 -0600] -- Connection from 127.0.0.1 cl osed

Using SSL Between the LDAPDecoder and Directory Server

Normally, whenever a client connects to a directory server using SSL, all communication
between them is encrypted so that it is indecipherable to anyone else that might be able to see
this traffic. However, if the LDAPDecoder is run in proxy mode, it becomes an endpoint for the
communication with the client, which means that it can interpret the encrypted communication
from the client. SSL is supported for communication between the client and the LDAPDecoder

14 SLAMD Distributed Load Generation Engine -- Tools Guide



as well as between the LDAPDecoder and the directory server. The LDAPDecoder uses JSSE to
provide SSL support, but before it may be used it is necessary to configure the JSSE keystore.

Providing support for SSL between the LDAPDecoder and the directory server is simpler than
between the client and the LDAPDecoder, so that will be discussed first. In this case, it is only
necessary to ensure that the LDAPDecoder trusts the SSL certificate used by the directory server.
If the directory server's certificate has been generated by a commercial certificate authority (e.g.,
VeriSign or Thawte), then JSSE may already trust the certificate by default. However, if that is
not the case, then it will be necessary to create a certificate trust store with an appropriate
certificate from the directory server's certificate database.

To do this for a Sun ONE Directory Server instance, the cert uti | tool provided in the shar ed/
bi n directory under the install root may be used. First, list all the certificates in the certificate
database using the command:

$ certutil -L -d ../../lalias -P "sl apd- {instanceName}- "

where {instanceName} is the name of the directory server instance with which the LDAPDecoder
will communicate using SSL. There will likely be either one or two certificates listed in this
database. If there is only one, then that certificate is probably self-signed, and that certificate
will be the one that should be imported into the JSSE trust store. If there are two, then they will
likely be the server certificate (probably named "ser ver - cert ") and the certificate of the
certificate authority that signed the server certificate. In that case, the CA certificate is the
certificate that should be used.

Once the name of the appropriate certificate has been identified, it may be retrieved in ASCII
form using another form of the certutil command:

$ certutil -L -d ../../lalias -P "slapd-{instanceName}-" -a -n {nickname}

where {nickname} is the nickname of the certificate to be exported. If all goes well, then the
public key information for the certificate should be displayed, like:

----- BEGA N CERTI FI CATE- - - - -

M | Ci DCCAf GgAw BAgl FAPt Z6 NcwDQYJKoZI hvc NAQEEBQAWe z EL MAk GALUEBhMC
WMk D} AMBgNVBAGTBVRI e G-z MBwWDQYDVQQHEWZBA XNOaWix GTAXBgNVBAO TEFNL
bi BNaVWyb3N5¢c 3Rl bXMk EDAOBgNVBAsS TB1N1bi BPTk UxHj AcBgNVBAMIFXBI Y29z
LNl bnRy YWwic 3VuLmNv b TAe FwOwiviz Ey MDk x ODAY NTdaFwOWNT Az MDk x ODAy NTda
MHs x Cz AJBgNVBAYTAI VTMUAWDAYDVQQ EwVUZXhhcz EPMAOGALUEBX MGOXVzdQ u
MRKWFWYDVQRKEX BTAWIgTW j cmBz e XNOZWLz MRAWDg YDVQQLEwWd TdWAgTOS5 FVRAwW
HAYDVQQDEX VWZWNV ey 5] ZWb0cnFsLnN1bi 5] b20wgZ8wDQYJKoZI hve NAQEBBQAD
gYOAM GJA0GBALp4i X1vphWemXPCAXC/ zcAl nZ/ 8r zbR+1j +a0hj r @ UoFFPcyMh
H7xhXD3l FzM hDehSr oHIe3VFPgBCNKr 41 cCv139l hDi 1i p475+f O+7ZI 36dbat s
| OgVBIMHYCmi+Lt Ux61 3SRoKs B/ DKI HEKt UqTEQNV Er 1v8D4Ke MRWH4nx AgVBAAG

GDAWVBQGCWCGSAGGHEI BAQEB/ WQEAW GAMDANBgk ghki GOWOBAQQFAAOBg(BVNAZN
1sYJcGIVEOTdRI RpWI3E2LI Epnlwy/ Cnr 3QpCkw KOkWsp3hxAYv Xl J/ 29CNad5/

22Qr/ 3WFZ6kKt xat VnOTb/ 7¢5/ t E98VcDChFAFkJncSksxt r AMO47+wKFFqa7cP
vhOf gXD4emyTpASxHTK5z C2ei RpBj YO1MVNsr g==

----- END CERTI FI CATE- - - - -
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This output (including the lines containing BEG N CERTI FI CATE and END CERTI FI CATE) should
be copied into a text file that the LDAPDecoder can access. It may then be imported into a JSSE
trust store using the keyt ool utility provided with the Java installation, like:

$ keytool -inmport -alias ds-cert -file {certFile} -keystore trust.store

where {certFile} is the path to the file containing the ASCII representation of the certificate
obtained above.

Once the trust store has been created, an argument should be provided on the command line that
will tell Java to use that trust store when communicating with the server over SSL. This can be
done like:

$ env JAVA ARGS="-Dj avax. net.ssl.trustStore=trust.store" \
t ool s/ | dap-decoder.sh -L 5389 -h ssl-ds.exanple.com-p 636 -s

This will configure the LDAPDecoder so that it will communicate over SSL with the directory
server sslds.example.com on port 636, while clients will still communicate with the
LDAPDecoder itself without using SSL. Note that there cannot be any spaces in the "-

D avax. net.ssl.trust Store=trust.store" portion of the command line.

Using SSL Between Clients and the LDAPDecoder

While providing the ability for the LDAPDecoder to communicate securely with the directory
server is important, it is of limited usefulness without the ability for clients to communicate
security with the LDAPDecoder. This can be done, but it is more complex and requires that the
LDAPDecoder itself be issued a server certificate. This certificate may be either self-signed
(which is free, but may require that the client be provided with the certificate so it may be
trusted) or signed by an external CA (which may or may not be free, but could be easier to use
with clients).

Regardless of whether a self-signed or externally-signed certificate will be used, the first step is
to create a certificate request. This may be done using the keytool utility, like:

$ keytool -genkey -alias decoder-cert -dname {subject} -validity 365 \
-keyal g rsa -keystore key.store

where x is the subject of the certificate. The subject should be something like

"CN={fqdn}, O={companyName}, C={countryCode}", where {fqdn} is the fully-qualified domain name of
the system on which the LDAPDecoder will be run , {companyName} is the name of the
organization with which the system is associated, and {countryCode} is the two-character country
code for the country in which it will be used (e.g., "US" for the United States). After prompting
for a password (which may be any value if this is a new keystore), this will generate a private
key for the certificate in the keystore file key. st ore.
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If the certificate used by the LDAPDecoder is to be self-signed, then that certificate can be
generated using the command:

$ keytool -selfcert -alias decoder-cert -validity 365 \
-keystore key.store

After being prompted for a password (which should be the same password used when generating
the private key), the certificate will be signed. At this point, it will likely need to be exported in

ASCII form so that it may be imported into a certificate database for use by LDAP clients. This

may be done using the command:

$ keytool -list -rfc -alias decoder-cert -keystore key.store

If the certificate is going to be signed by an external CA, then it will be necessary to extract the
certificate request from the keystore. This can be done using the command:

$ keytool -certreq -alias decoder-cert -file decoder.csr \
-keystore key.store

The certificate signing request will be written to the file decoder.csr, which can then be provided
to a certificate authority to be signed. Once the request has been signed and is available
(preferably as a PKCS#7 certificate chain), the certificate may be imported into the certificate
database using the command:

$ keytool -inmport -trustcacerts -alias decoder-cert \
-file decoder.cert -keystore key.store

Once the keystore contains a valid certificate (either self-signed or signed by an external CA),
then the LDAPDecoder may be configured to accept SSL-based connections from clients. To do
this, it must be provided with both the location of the JSSE keystore and the password required
to access the private key that it contains. This requires providing two additional properties on
the command line, like:

$ env JAVA ARGS="- Dj avax. net . ssl . keySt or e=key. store
- Dj avax. net . ssl . keySt or ePasswor d=passwor d
-Djavax.net.ssl .trust Store=trust.store" \
t ool s/ | dap-decoder.sh -L 5636 -S -h sslds. exanple.com-p 636 -s

At this point, any communication between the clients and the LDAPDecoder will be encrypted
using SSL, and any communication between the LDAPDecoder and the directory server will be
encrypted using SSL. Note that it is not necessary to have both enabled at the same time, as
either segment can be SSL-enabled independently of the other.
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Running in Offline Mode

While running the LDAPDecoder in proxy mode is useful for debugging problems under
controlled conditions, it is not feasible in all cases (e.g., when it is not possible to
reconfigure the clients to communicate with the LDAPDecoder rather than directly with
the directory server). For that reason, the LDAPDecoder offers the ability to operatein
offline mode, in which case it can parse and interpret data captured in either a snoop
version 2 (like that used by the Solaris snoop utility) or libpcap 2.4 (like that used by

t cpdunp on Linux and other platforms) capture file format. Note that because the traffic
Is not passing through the LDAPDecoder in this case, it is not possible to decode SSL-
encrypted communication. However, non-SSL communication may be examined and
interpreted.

In order to start the LDAPDecoder in offline mode, the following command should be
used:

$ tool s/l dap-decoder.sh -i {captureFile}

where {captureFile} iS the path to the snoop or libpcap capture file containing the data to be
interpreted. By default, the LDAPDecoder will attempt to interpret any TCP packets
with a source or destination port of 389 as LDAP traffic. However, this behavior may be
changed using command line arguments. The arguments supported for offline mode
include:

-h {serverAddress} -- This specifies the address of the system on which the directory
server isrunning. By default, any TCP traffic with the appropriate source or
destination port will be examined, which can be useful if the capture contains data
from interaction with multiple directory servers. However, if aserver addressis
provided, then only communication with that system will be examined.

-p {serverPort} -- This specifies the port on which the directory server isrunning. By
default, a value of 389 will be used.

-f {outputFile} -- This specifies the path to the output file into which the decoded LDAP
traffic should be written. By default, thisinformation will be sent to standard output.

- F {outputFile} -- This specifies the path to the output file to which decoded
communication will be written asa SLAMD job script. By default, no script file will
be written.

-b -- This specifies that the raw bytes of the communication should be included in the

output in addition to the human-readable parsed LDAP messages. This can be useful
for debugging purposes.
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-v -- This specifies that the LDAPDecoder should operate in verbose mode, which can
provide useful debugging information if problems arise.

The output generated by the LDAPDecoder when run in offline mode will be the same as
the output generated when it is run in proxy mode.

Note that the LDAPDecoder currently does impose some limitations on the kind of
packet captures that may be examined. In particular, only 1Pv4 is currently supported, so
any communication using |Pv6 cannot be interpreted. Further, only captures obtained
over Ethernet will be allowed. Other datalink devices (e.g., token ring, FDDI, HDLC,
ARCNget, SLIP, PPP, etc.) are not supported. Note that the Linux loopback deviceis
treated as Ethernet, so captures obtained over the loopback interface on Linux systems
can be examined.

Using snoop to Capture LDAP Communication

Solarisincludes a utility called snoop that can capture network traffic and storeitina
form that may be examined using the LDAPDecoder. While the manual page for snoop
does include all the information necessary to use the utility, a brief overview will be
provided here as well.

If snoop is run on the command line with no arguments, it will print alimited amount of
information about each packet that it sees to standard output. The output in thisformis
not of any use to the LDAPDecoder, asit needs access to the raw data contained in those
packets. Therefore, the"- 0" option must be used to specify the file into which the
capture datawill be written, like:

# snoop -0 snoop. capture

Thiswill write information about each packet captured into the snoop. capt ure filein a
binary format described in RFC 1761.

By default, snoop will listen on the first non-loopback interface that it finds in the system.
On a multi-homed system, this may not be the interface over which the LDAP traffic will
be transferred. In that case, the specific interface to use can be specified using the "- d"
argument. For example:

# snoop -0 snoop.capture -d hne0
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will cause snoop to listen on the "hme0" interface rather than any other interface that
might be present in the system. If a system does have multiple network interfaces, then it
is recommended that the "- d" argument always be provided so that the correct interface
will be used.

Also by default, snoop will listen using promiscuous mode, which means that it will
capture information about any network traffic that it sees on the target interface,
regardless of whether that traffic is actually coming from or going to the system running
snoop. That s, if snoop iSrunning in promiscuous mode on an unswitched network, then
it may capture traffic between other systems on the same network segment. In some
cases this may be desirable, but in othersit may cause the capture to be unnecessarily
large or even introduce confusion into the process of interpreting the data if another
system on the same network segment is also running an LDAP directory server.
Therefore, it is possible to configure snoop to not listen in promiscuous mode by
providing the "- P" argument on the command line.

Finally, snoop will capture all network traffic that it sees, which may include packets that
have nothing to do with the directory server. While the LDAPDecoder will smply
ignore such packets, including this information can dramatically increase the size of the
capturefile, particularly for captures running for an extended period of time. Therefore,
it may be desirable to include an expression on the command line to indicate that only
traffic meeting a certain criteria should be captured. For example, an expression of "t cp
port 389" will restrict the capture to only include TCP traffic in which the source or
destination port number is TCP port 389. Consult the snoop man page for additional
information on what may be present in this expression.

Using this information, an appropriate command line to use in order to capture LDAP
communication using snoop might be:

# snoop -P -d hne0 -o snoop.capture tcp port 389

When the desired information has been captured, simply use Ctrl+C to stop the capture. The
snoop. capt ur e file may then be provided to the LDAPDecoder so that it may be interpreted.

Using tcpdump to Capture LDAP Communication

Thet cpdunp utility isvery similar to snoop in the way that it operates and the features
that it provides. The primary differencesin usage are in the command-line arguments
that should be provided to accomplish certain tasks. For example:

To send the data captured by t cpdunp to a binary file rather than printing summary
information to standard output, use the "- w {filename}" argument.
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To specify which interface to use when capturing data, usethe "-i {interface}"
argument.

To disable promiscuous mode, use the "- p" argument.

Capture expressions are still allowed, and inthiscase "t cp port 389" isstill avalid
capture expression. However, there may be syntax differences between the capture
expressions used by snoop and t cpdunp in Some cases.

One other important note isthat in its default mode of operation t cpdunp may truncate
packets so that the entire packet is not captured. To prevent that, make sureto add "-s 0"
to the command line, which indicates that the entire packet should be captured.

As an example, at cpdump command line to capture LDAP communication could be as
follows:

# tcpdunp -p -i ethO -w tcpdunp.capture -s 0 tcp port 389

Consult the t cpdunp man page for further information on using this utility.

Generating SLAMD Job Scripts

By default, whenever the LDAPDecoder is used, it will generate human-readable output that can
be used to better understand the kinds of operations that the client performs when
communicating with the directory server. This information can then be used by a developer to
create a custom SLAMD job class or script based on that access pattern. However, as of
SLAMD 1.8.0 the LDAPDecoder also provides the ability to write captured data to a job script
that can be executed in the SLAMD scripting engine with or without modification. If the
generated script is not modified, then executing the script will simply replay the exact set of
requests that the client sent to the server. If the script is edited, then there are a lot more options
for making it more generic (e.g., choosing users at random rather than always using the same one
as the client that performed the capture) as well as to allow for the possibility for running those
operations in a loop to turn a relatively small set of requests into a much larger one.

The LDAPDecoder will automatically record any captured requests to a SLAMD script if you
use the "- F foutputFile}" argument on the command line (it will also send a human-readable
version of the output to either standard output or the file specified using the "-f foutputFile;}"
argument, although this can be set to something like / dev/ nul | if that output is not desired).
The generated script should be completely executable on its own to reproduce the behavior
captured by the client. For example, issuing the following | dapsear ch command:
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$ |l dapsearch -p 2389 -D "cn=Directory Manager" -w password \
-b "dc=exanpl e, dc=cont -s base "(objectd ass=*)"

can result in a job script that looks like:

# This script was dynanically generated by the the SLAVD LDAPDecoder tool.
# Generation Date: Fri Cct 08 11:05:12 CDT 2004

# Make the LDAP data types avail able for use.

use com sun. sl and. scri pting. | dap. LDAPAttri but eVari abl e;

use com sun. sl and. scri pting. | dap. LDAPAttri but eVari abl e;

use com sun. sl and. scri pting. | dap. LDAPConnecti onVari abl e;

use com sun. sl and. scri pting. | dap. LDAPEnt ryVari abl e;

use com sun. sl and. scri pting. | dap. LDAPModi fi cati onVari abl e;
use com sun. sl and. scri pting. | dap. LDAPModi fi cati onSet Vari abl e;
# Define the variables that we will use.

vari abl e bool ean useSSL;

vari abl e int resul t Code;

vari abl e int port;

vari abl e LDAPConnecti on conn;

vari abl e LDAPEntry entry;

vari abl e LDAPMbdi fication nod;

vari abl e LDAPMbdi fi cati onSet nopdSet;

vari abl e string bi ndDN;

vari abl e string bi ndPW

variabl e string host ;

variabl e string nmessage;

variable StringArray searchAttrs;

# Read the values of all the configuration argunents.

host = script.getScriptArgunent("host", "127.0.0.1");

port = script.getScriptlntArgunent("port”, 1389);

useSSL = script.get Scri pt Bool eanAr gunent ("useSSL", false);

bi ndDN = scri pt. get Scri pt Argunent ("bi ndDN', "");

bi ndPW = scri pt. get Scri pt Argunment (" bi ndPW, "");

# Indicate that the connection should collect and report statistics.
conn. enabl eAt t enpt edQper at i onCount er s() ;

conn. enabl eSuccessf ul Operati onCounters();

conn. enabl eFai | edOper ati onCounters();

conn. enabl eOper ati onTi ners();

# Establish the connection that will be used for all the work. If the

# connection attenpt fails, then exit with an error.
resul t Code conn. connect (host, port, bindDN, bindPW 3,
i f resultCode. not Equal (conn. success())
begi n

nmessage = "Unabl e to connect.

useSSL) ;

Result code was: ;
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message = nessage. append(resul tCode.toString());
script.| ogMessage( nessage) ;
script.exitWthError();

end;

#### Bi nd request captured at Fri Oct 08 11:05:36 CDT 2004
# Bind DN:. cn=Directory Manager

# Aut hentication Type: Sinple

# Aut hentication Password: password

resul t Code = conn. bi nd("cn=Di rectory Manager", "password");

#### Bi nd response captured at Fri Oct 08 11:05:36 CDT 2004
# Result code: O

#### Search request captured at Fri Oct 08 11:05:36 CDT 2004
Search Base: dc=exanpl e, dc=com

Scope: basebj ect

Deref Policy: neverDerefAliases

Size Limt: O

Time Limt: O

Types Only: false

Filter: (objectd ass=*)

searchAttrs. renoveAl | ();

resul t Code = conn. sear ch("dc=exanpl e, dc=cont, conn. scopeBase(),
"(objectd ass=*)", searchAttrs, 0, 0);

HoHoHHHHH

#### Search result entry captured at Fri Oct 08 11:05:36 CDT 2004
# dn: dc=exanpl e, dc=com

# dc: exanpl e

# objectd ass: top

# obj ectd ass: donain

#### Search result done captured at Fri Oct 08 11:05:36 CDT 2004
# Result code: O

#### Unbi nd request captured at Fri Oct 08 11:05:36 CDT 2004

# Not acutally going to unbind to prevent problens with future operations.
# If you actually want the unbind processed, then unconment the next |ine:
# conn. di sconnect () ;

#### LDAPDecoder shutdown detected at Fri Oct 08 11:05:45 CDT 2004
# Cl ose the connection to the directory server
conn. di sconnect () ;
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As can be seen from this script, only the requests from the client are actually included as
executable code. The responses from the server are included as comments, but as they will not
be replayed by the client as part of the load generation process, then there is no need to include
any processing associated with them in the script. The client will automatically read all response
messages associated with a request (including all search result entries), but by default will not do
any processing on them. Also note that unbind requests sent by the client will be included in the
script but commented out so that connection closures will not prevent future operations from
being processed.

This captured information can be used as the basis of complete SLAMD job scripts that can

accurately simulate real-world clients. See the SLAMD Scripting Language Guide for more
information on the scripting language features that are available.
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LDIFStructure

The LDIFStructure tool is designed to help analyze an LDIF file and summarize its contents.
This is very helpful for generating a MakeLDIF template from real-world data, but it can have a
number of other uses as well when trying to understand the characteristics of the data.

The LDIFStructure tool provides both command-line and graphical modes. The graphical mode
is the simplest way to view information about the structure of the analyzed LDIF file, and it may
be invoked using the command:

$ tools/ldif-structure.sh -1 {ldifFile}

This will analyze the contents of the specified LDIF file and will display a graphical
representation of its contents. The left pane will show the tree structure for the data. The upper
right pane will show the unique sets of object classes for entries immediately below the selected
node in the tree structure. The lower right pane will provide summary information about the
entries with that combination of object classes that are immediately below the selected node in
the tree structure.

To start the LDIFStructure tool in text mode, issue the command:

$ tools/ldif-structure.sh -1 {ldifFile} -o {outputFile} [ - a]

This will analyze the contents of the provided LDIF file and will write information about the
structure to the specified output file. If the "-a" argument is provided, then the information
written to the output file will be an aggregate of all entries immediately below each parent entry
in the LDIF file. Ifthe "-a" argument is not provided, then a separate summary will be written
for each unique combination of object classes.
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MakeLDIF

MakelLDIF is a Java-based utility for generating LDIF files. 1t may be used to generate
sample data to import into an LDAP directory server. Although other utilities exist for
this purpose (e.g., dbgen. pl ), MakeL.DIF offers a number of powerful features not
availablein other tools:

MakeLDIF is highly customizable. LDIF files are generated based on templates
defined by the user. Thismeansthat it is easy to include custom attributes, model
complex DIT structures, and generate realistic data.

User-defined templates can make use of awide range of tags that make it possible to
dynamically generate different kinds of data. In addition, an API is available that
makes it possible to define custom tags to handle different kinds of processing not
offered by the standard tags.

MakeLDIF iswritten in Java. Thisalowsit to be used on awide range of platforms
without recompilation like native code, but does not suffer from the lack of large file
support in most Perl interpreters.

MakeL DIF makes it possible to provide additional information whileitisin the
process of generating the LDIF file. For example, you can write an additional file with
thelist of the DNs of all the entries created, or you can generate alist of potential
search filters that can be used to access the data once it has been imported.

MakeL DIF can easily be used as a standalone utility for generating LDIF data for a
number of purposes. However, because it has been designed for use with the SLAMD
distributed load generation engine, it offers a number of features that make it especially useful
for generating data to use in a directory server for running many of the SLAMD jobs that work
with LDAP directory servers.

Running MakelLDIF

In order to run MakeL DIF, the minimum required command lineis:
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$ tool s/ make-1dif.sh -t {template} -o {output}

where {template} iS the path to the template file that describes the way in which the LDIF
file should be generated and {output} is the path to the output file that should be created.
For example:

$ tool s/ make-1dif.sh -t exanple.tenplate -o exanple.ldif

will cause MakeL DIF to generate an LDIF file named exanpl e. | di f based on the
information contained in the exanpl e. t enpl at e templatefile.

Although only the -t and - o options were illustrated above, a number of command-line
arguments may be used with MakeL. DIF to customize its behavior. The full set of
supported argumentsis as follows:

- -t {filename} -- Specifies the path to the template file that describes the way in which the
LDIF file should be generated. Thisisarequired parameter. Information about the
format to use for MakeL DIF template files will be provided in later sections.

- -o {filename} -- Specifies the path to the output file to which the LDIF data will be
written. Thisisarequired parameter. If the - mparameter is also used, then this
filename will be the name of thefirst file that is created, and all subsequent files will
have a numeric extension appended to it.

- -c {filename} -- Specifies the path to a CSV or other delimited text file that contains data
that will be used in the process of generating the LDIF. This must be specified if the
template makes use of the "<csvfi el d: {number}>" tag.

. - C {delimiter} -- Specifies the delimiter that should be used when parsing the delimited
text file. If thisis not specified, then it will be assumed that the file will use comma-
separated values. A tab may be specified as the delimiter by using the character
sequence "\t".

.- -f {filename} -- Specifies the path to the file containing the list of first names to be used
when generating the data. By default, MakeL DIF will use afile named first. nanes in
the current working directory, athough this option can be used to specify adifferent
file. If adifferent fileisto be used, then it should contain one name per line and it
should not contain any duplicates.

. -1 {filename} -- Specifies the path to the file containing the list of last names to be used

when generating the data. By default, MakeL DIF will use afile named | ast . narmes in
the current working directory, athough this option can be used to specify a different
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file. If adifferent fileisto be used, then it should contain one name per line and it
should not contain any duplicates.

- d {filename} -- Specifies the path and name of afile into which the DNs of the entries
generated will be written. This DN file can then be used in conjunction with other
utilities like the SLAMD ModRate job that have the ability to operate on alist of entry
DNs. If thisoption is not provided, then no DN file will be generated.

-b {filename} -- Specifies the path and name of afile into which bind information for the
generated entries will be written. Each line written to thisfile will bein the form {dn}
{tab}{password}, where {dn} is the DN of the user entry, {tab} is the tab character, and {password}
is the value of the user Passwor d attribute for the user entry. If this option is not provided,
then no bind information file will be generated.

- L {filename} -- Specifies the path and name of a file into which login information is to be
written. Each line written to this file will be in the form {loginl D}{tab}{password}, where
{loginiD} is the value of the login ID attribute, {tab} is the tab character, and {password} is the
value of the user Passwor d attribute for the user entry. If this option is not provided, then no
login information file will be generated.

-i {attribute} -- Specifies the name of the attribute that should be used to hold the login ID for
the user if the - L option is used. By default, the ui d attribute is assumed to hold the login ID,
although this option can be used to specify a different attribute.

-F {filename} -- Specifies the path and name of afile into which filter information isto be
written. If thisoption is used, then the - T option must also be used to specify the types
of filtersto create, and the information will be written with one filter per line. If thisis
used in conjunction with the - moption, then each filter file created will append the
name of the attribute and index type to this base filename.

- T {type} -- Specifies the attributes and index types that should be included in the filter
file. Theformat of the filter type should be {attribute}: {type}, where {attribute} IS the name
of the attribute for which the filters are to be generated and {type} is the index type for
which the filters are to be generated. The index types that may be specified are eq for
equality indexes (each unique value of the attribute will be included in the filter list),
subl ni tial (for substring filters containing the first three characters of avalue
followed by an asterisk), subany (for substring filters containing each unique three-
character combination present in any of the values surrounded by asterisks), subFi nal
(for substring filters containing an asterisk followed by the last three charactersin the
filter list), and sub (which is a shorthand notation for including subl ni ti al , subAny,
and subFi nal filter types). Itispossibleto specify that multiple filter types should be
used in the filter list by separating them with commas. For example, "- T

cn: eq, subl ni tial " will generate both equality and sublnitia filters based on values of
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the cn attribute. Multiple - T options can be provided on the same command line to
indicate that filters should be generated for multiple attributes.

- -n{valug} -- Specifies the number of characters that should be included in substring

filters generated by MakeL DIF. This appliesto all substring filter types (sublnitial,
subAny, and subFinal). The default value is 3, but any positive integer valueis
alowed.

- - N{valug} -- Specifies the minimum number of entriesin the LDIF file that will be

required to match afilter before it will be included in the filter file. Thisappliesto all
filter types (equality aswell as all substring types). The default valueis 1, but any
positive integer valueis allowed.

.+ - X{valug} -- Specifies the maximum number of entriesin the LDIF file that will be

allowed to match afilter beforeit is excluded from the filter file. This appliesto all
filter types (equality as well as all substring types). By default, thereis no limit, but
specifying any positive value greater than or equal to the minimum number of entries
to match (as specified with the - N option) will enforce a maximum limit.

This can be very useful for directory serversthat have an ALLIDs threshold or
similar feature in which the server will not maintain an index key that matches more
than a specified number of entries.

- -s {valug} -- Specifies anumeric seed to use for the random number generator. By

default, the random number generator will be seeded based on the current time, which
means that every time the LDIF file is generated, the random values will be different.
However, if arandom seed is provided, then the LDIF file will consistently contain the
same sequence of "random” values. That is, if the same template file is used and the
same random seed is provided, then the LDIF files generated by MakeL DIF will be
identical. Note that thismay not be trueif certain kinds of tags are used in the
template that may use their own random number generator (e.g., the exec tag).

- -m{valug} -- Specifies the maximum number of entries that should be written to asingle

LDIF file. By default, all entries generated will be written to asingle LDIF file (the
one specified using the - o argument), but if the - margument is provided, then at most
{value} entries will be written to any singlefile. This can be useful if thereisa
possibility that the LDIF data will need to be accessed by a utility that does not
provide large file support.

. -x {valug} -- Specifies the maximum number of entries that should be created for each

template under each branch. This may be used to produce a small version of the LDIF
file that can be used to validate that the template has been defined properly to produce
the desired result.
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- -w-- Specifiesthat long lines in the LDIF output should be wrapped at a column length
of 75 characters. By default, no wrapping is performed.

- -M-- Specifiesthat adifferent filter file should be created for each index type of each
attribute specified using the - T argument. By default, al filters will be written to the
same filter file (the file specified by the - F option), but this argument will cause each
the filter list for each attribute and index type to be written to a separate file. The
name of each filter file will be the base filter file name followed by a period, the
attribute name, another period, and the index type.

- -S-- Specifiesthat Makel DIF should skip branch entries when generating the LDIF
output. That is, only template entries will be written to the LDIF file but not the parent
entry for those template entries. By default, the LDIF file generated will contain both
branch and template entries.

. -D-- Specifiesthat MakeL DIF should operate in debug mode, which will causeit to
provide additional debugging information for some errors that may occur while using
MakeL DIF.

. -H-- Specifiesthat MakeL DIF should print usage information and exit without
performing any other action. If thisargument is provided, then no other options are
required.

- -V -- Specifiesthat MakeL DIF should print version information and exit without
performing any other action. If thisargument is provided, then no other options are
required.

The Template File Format

As mentioned earlier, MakeL DIF uses template files to define the way in which the LDIF
files should be generated. Thisisamuch more powerful approach than those taken by
other LDIF generators because it allows for agreat dea of flexibility without the need to
alter any code to produce the desired result.

Template files contain three sections:
Global replacement variables

Branch definitions
- Template definitions
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The remainder of this section will discuss each separately.

Global Replacement Variables

The first section that should be present in the template file is the section that defines the

global replacement variables. Globa replacement variables are used to define strings of

text that can be referenced later in the template file and will be automatically replaced as
each lineisread into memory. For example, the replacement variable definition:

define suffix=dc=exanpl e, dc=com

will create a global replacement variable named "suf i x" with a value of

"dc=exanpl e, dc=com'. Once aglobal replacement variable has been defined, any casein
which that replacement variable name appears in square brackets (e.g., "[ suffix] "), then
that token will be replaced with the value that has been defined for the replacement
variable.

Once all the replacement variable definitions have been read (as signified by the first
blank line following one or more replacement variable definitions), all remaining lines
that are read from the template file will be processed on aline-by-line basis and any
occurrences of areplacement variable name in square brackets will be replaced with the
value of that variable. Because that replacement is done as the template fileis read into
memory, replacement variables may occur in any point, including branch definitions that
are not parsed for other tags.

If there are global replacement variables defined in the template file, then they must
appear at the top of thefile. However, it isnot required that there be any replacement
variables, and if there are not then the template file should start with the branch
definitions.

Branch Definitions

Branch definitions are used in the template file to define the basic structure to use for the
LDIF file. They specify the specify the entry or entries that should appear at the top of
the hierarchy and the number and kinds of entries that should appear bel ow those parent
entries.

The most basic form of a branch definition is simply:

branch: dc=exanpl e, dc=com
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This specifies that an entry "dc=example,dc=com" should be created. The entry will look
like:

dn: dc=exanpl e, dc=com
obj ectcl ass: top

obj ectcl ass: domain
dc: exanpl e

The basic structure of the entry is defined by the RDN attribute of dc specified in the DN
of the branch definition. MakelL DIF automatically associates the dc RDN attribute with
the domai n objectclass. It has similar default definitions for other common RDN
attributes in branch entries:

o -- Creates an entry with the or gani zat i on objectclass

ou -- Creates an entry with the or gani zat i onal Uni t objectclass
¢ -- Creates an entry with the count ry objectclass

| -- Creates an entry with thel ocal i t y objectclass

In addition, possible to use any other kind of RDN attribute for a branch entry. For
branch entries with an RDN attribute other than one specified above, the entry will be
created with the ext ensi bl ebj ect objectclass.

The branch definition provided above will not cause any additional entries to be created below
that branch entry. In order to do that, it is necessary to specify one or more
subor di nat eTenpl at e lines. For example:

branch: ou=Peopl e, dc=exanpl e, dc=com
subor di nat eTenpl at e: per son: 1000

This will cause the "ou=People,dc=example,dc=com" entry to be created and then 1000 other
entries created below that branch modeled after the per son template. The per son template
should be defined later in the template file, and the format used to do so will be provided in the
next section.

Branch entries are not limited to just one subor di nat eTenpl at e definition. It is possible to
specify multiple subor di nat eTenpl at e definitions by simply including them on separate lines
of the branch definition. The following example will create 1000 entries based on the per son
template and an additional 100 entries based on the certi fi cat ePer son template:

branch: ou=Peopl e, dc=exanpl e, dc=com
subor di nat eTenpl at e: person: 1000
subordi nat eTenpl ate: certificatePerson: 100

In all cases above, the branch entries themselves will contain only the DN, the two objectclass

values, and the RDN attribute. It is possible to include any other attributes you wish in the
branch entry by simply including them in the branch definition in the template file. For example:
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branch: dc=exanpl e, dc=com
description: This is the description

will create the entry:

dn: dc=exanpl e, dc=com

obj ectcl ass: top

obj ectcl ass: donain

dc: exanpl e

description: This is the description

This additional text is static, and in fact unlike template definitions that may occur later in
the template file, branch definitions are not dynamically parsed. However, it ispossible
to use global replacement variables in branch definitions to make it somewhat more
manageable. For example, if the top of the template file looks like:

define suf fi x=dc=exanpl e, dc=com
branch: [suffix]

branch: ou=Peopl e, [ suffi x]
subordi nat eTenpl at e: 1000

then the following entries will be created in the LDIF file with 1000 additional entries
below them based on the per son template:

dn: dc=exanpl e, dc=com
obj ectcl ass: top

obj ectcl ass: donmain
dc: exanpl e

dn: ou=Peopl e, dc=exanpl e, dc=com
obj ectcl ass: top

obj ectcl ass: organi zati onal Unit
ou: People

Template Definitions

The heart of the MakelL DIF template file are the actual template definitions. Template
definitions define the structure of the entries that will be generated. They specify the set
of attributes to include in the entries and the types of values that those attributes should
contain. The specification of the valuesis handled through the use of tags that will be
parsed by Makel DIF and replaced with the appropriate values for those tags.

A sample template definition might look like:
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tenpl ate: person

rdnAttr: uid

obj ectcl ass: top

obj ectcl ass: person

obj ectcl ass: organi zati onal Person

obj ectcl ass: inet OrgPerson

gi venName: <first>

sn: <l ast>

cn: {givenNane} {sn}

initials: {givenNane: 1}{sn: 1}

ui d: {givenNane}. {sn}

mai | : {ui d} @ mai | domnai n]

user Password: <random al phanuneric: 8>

t el ephoneNunber: <random t el ephone>

honePhone: <randomtel ephone>

pager: <randomt el ephone>

nobi | e: <random t el ephone>

enpl oyeeNunber: <sequenti al : 100000>

street: <random nuneric:5> <file:streets> Street
I: <file:cities>

st: <file:states>

post al Code: <random nuneric: 5>

post al Address: {cn}${street}${l}, {st} {postal Code}
description: This is the description for {cn}.

The actual tags that may be included in atemplate definition will be discussed in alater
section. However, this example does illustrate some of the flexibility that MakeL DIF
offers when generating LDIF data.

At the top of the template definition are two lines that provide information about the
template itself and are not actually included in entries created from this template. The
first line specifies the name of the template. Thisisthe name that is referenced in the
subor di nat eTenpl at e lines of the branch definition. The second line specifies the name
of the attribute that should be used as the RDN attribute for the entry. This attribute must
be assigned a value lower in the template definition, and the way in which the value is
assigned must ensure that the value will be unique.

Note that it is possible to use multivalued RDNs by separating the attribute names with a
plussign, like:

rdnAttr: uid+enpl oyeeNunber

If multivalued RDNSs are used, then the combination of RDN attribute values must be
unigue, but it is possible for one or more of the attributes in the RDN to be non-unique as
long as the combination is never duplicated.

In addition to thet enpl at e and rdnAt t r lines, it is aso possible to include one or more
subor di nat eTenpl at e lines. Thismakes it possible to include dynamically-generated

34 SLAMD Distributed Load Generation Engine -- Tools Guide



entries below other entries that have been dynamically generated (e.g., if each user entry
has one or more entries below it), and can alow for some rather complex hierarchies.
While there is no limit placed on thislevel of nesting, it isimportant to ensure that no
recursive loops are created by having asubor di nat eTenpl at e that either directly or
indirectly will create additional entries using the same template.

Template definitions also support the concept of inheritance through the use of the
ext ends keyword. For example, entries generated from the template definition:

tenpl ate: certificatePerson

rdnAttr: uid

extends: person

userCertificate;binary:: <random base64: 1000>

will include al of the attributes defined in the person template as well as

user Certifi cat e; bi nary with the specified format. Multiple inheritanceis allowed (by
including multiple lines with the ext ends keyword), but as with the subor di nat eTenpl at e
keyword it isimportant not to create arecursive loop in which atemplate could either
directly or indirectly extend itself.

Template File Tags

In order to ensure that Makel DIF provides the ability to generate LDIF files that may be
used to simulate awide variety of deployments, alarge number of tags have been defined
for use in template definitions. This section describes the standard set of tags that may be
used in aMakeL DIF templatefile. It is possibleto use custom tagsin template files as
well, but the process for developing custom tagsis defined in alater section.

Standard Replacement Tags
The tags that may be used in atemplate file include:

<pr esence: {percent}> -- Indicates how likely the associated attribute value isto be
included in any given entry generated from thistemplate. The value specified for
{percent} should be an integer between 0 and 100, inclusive. This should only be used
with attributes that are not required by the objectclasses used in the entry, and there
should be something else included in the value of the attribute that will be present in
entries that are chosen to include this attribute value. The presence tag itself is
replaced with an empty string.
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<i f present : {attribute}> -- Indicates that this attribute value is to be included in an entry
only if the entry contains one or more values for attribute {attribute}. Note that if this
feature is used, then {attribute} must be assigned a value in the template before the line
that checksfor its presence. Thei f present tagitself isreplaced with an empty string.

<i f present : {attribute}: {value}> -- Indicates that this attribute value is to be included in an
entry only if the entry contains attribute {attribute} With a value of {value}. Note that if
this feature is used, then {attribute} must be assigned a value in the template before the
line that checksfor its presence. Thei f present tag itself isreplaced with an empty
string.

<i f absent : {attribute}> -- Indicates that this attribute value isto be included in an entry
only if the entry does not contain any values for attribute {attribute}. Note that if this

feature is used, then {attribute} must be assigned a value in the template before the line
that checksfor its presence. Thei fabsent tag itself is replaced with an empty string.

<i f absent : {attribute}: {value}> -- Indicates that this attribute value is to be included in an
entry only if the entry does not contain attribute {attribute} with a value of {value}. Note
that if thisfeatureis used, then {attribute} must be assigned a value in the template
before the line that checksfor its presence. Thei f absent tag itself isreplaced with an
empty string.

<first>-- Replacesthe tag with avalue from the first namefile. If both afirst name
and alast name are included in an entry, then the combination of the first and last
name is guaranteed to be unique. Thisis, no two entriesin the same LDIF file will
have the same combination of first and last name values. Note that in order to
guarantee this, it is necessary to ensure that the first name file does not contain any
duplicate values, the last name file does not contain any duplicate values, and the first
and last name values are used in their entirety (i.e., you cannot use the substring
feature of the attribute value replacements of the form { gi venNane: 5} discussed
below).

<l ast > -- Replaces the tag with avalue from the last namefile. If both afirst name
and alast name are included in an entry, then the combination of the first and last
name is guaranteed to be unique. Thisis, no two entriesin the same LDIF file will
have the same combination of first and last name values. Note that in order to
guarantee this, it is necessary to ensure that the first name file does not contain any
duplicate values, the last name file does not contain any duplicate values, and the first
and last name values are used in their entirety (i.e., you cannot use the substring
feature of the attribute value replacements of the form { sn: 5} discussed below).
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<dn> -- Replaces the tag with the distinguished name (DN) of the current entry. Note
that in order for thisto work properly, the RDN attribute for the entry must be assigned
avalue on an earlier line of the template.

<par ent dn> -- Replaces the tag with the DN of the parent entry.

<ancest or dn: {depth}> -- Replaces the tag with the DN of the entry's ancestor at the
specified depth. A depth of 1 will return the DN of the entry'simmediate parent, a
depth of 2 will return the DN of the entry's grandparent, and so on. If the entry does
not have an ancestor at the specified depth, then the "<ancest or dn: {depth}>" tag will be
replaced with an empty string.

<par ent : {attr}> -- Replaces the tag with the value of the specified attribute from the
parent entry, provided that the parent entry was generated using atemplate rather than
abranch. If the parent does not have any values for the specified attribute, or if
information about the contents of the parent entry are not available, then this tag will
be replaced with an empty string. If the parent has multiple values for the specified
attribute, then the first value will be used.

<csvfi el d: {fieldNumber}> -- Replaces the tag with the specified field from the CSV or
delimited text file. Thefirst field in the CSV file will be field number zero. Note that
if thistag isused, the"- ¢ {filename}" argument must be provided on the MakelL DIF
command line to specify the path to the datafile.

<exec: {command}> -- Replaces the tag with the information sent to standard output when
the command {command} is executed on the system. Note that because this requires a
Separate process to be invoked for each entry created using this template, using thistag
can make the LDIF generation process proceed much more slowly than if the exec tag
IS not used.

<exec: {command}, {argl}, {arg2}, ..., {argN}> -- Replaces the tag with the information sent to
standard output when the command {command} is executed on the system with the
provided set of arguments. Note that because this requires a separate processto be
invoked for each entry created using this template, using this tag can make the LDIF
generation process proceed much more slowly than if the exec tag is not used.

<random char s: {characters}: {length}> -- Replaces the tag with {length} characters from the

character set {characters}. The character set {characters} can contain any character other
than the colon.
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<random char s: {characters}: {minLength}: {maxLength}> -- Replaces the tag with between
{minLength} and {maxLength} (inclusive) characters from the character set {characters}. The
character set {characters} can contain any character other than the colon.

<random al pha: {length}> -- Replaces the tag with a string of {length} randomly-chosen
alphabetic characters.

<random al pha: {minLength}: {maxLength}> -- Replaces the tag with a string of between
{minLength} and {maxLength} (inclusive) randomly-chosen al phabetic characters.

<random nuner i c: {length}> -- Replaces the tag with a string of {length} randomly-chosen
numeric digits.

<random nuneri c: {minvalue}: {maxValue}> -- Replaces the tag with an integer value
between {minvalue} and {maxvalue} (inclusive). Note that the integer value will not be
padded with leading zeroes, so if that is desired then the "<r andom nuneri c: {minvalue}:
{maxValue}: {minLength}>" tag should be used.

<random nuneri c: {minValueg}: {maxValue}: {minLength}> -- Replaces the tag with an integer
value between {minvalug} and {maxvalue} (inclusive). If the integer value chosen contains
less than {minLength} digits, then it will be padded with leading zeroes to the required
minimum length.

<random al phanuneri c: {length}> -- Replaces the tag with {length} randomly-chosen
alphanumeric characters.

<random al phanureri c: {minLength}: {maxLength}> -- Replaces the tag with between
{minLength} and {maxLength} (inclusive) randomly-chosen alphanumeric characters.

<random hex: {length}> -- Replaces the tag with {length} randomly-chosen hexadecimal
digits.

<r andom hex: {minLength}: {maxLength}> -- Replaces the tag with between {minLength} and
{maxLength} (inclusive) randomly-chosen hexadecimal digits.

<r andom base64: {length}> -- Replaces the tag with {length} randomly-chosen characters
from the base64 character set. Notethat if {length} is not a multiple of 4, then the
generated value will be padded with equal signs so that the total length is amultiple of
4 as per the base64 specification.

<random base64: {minLength}: {maxLength}> -- Replaces the tag with between {minLength}
and {maxLength} (inclusive) randomly-chosen characters from the base64 character set.
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Note that if the selected length is not a multiple of 4, then the generated value will be
padded with equal signs so that the total length is a multiple of 4 as per the base64
specification.

<random t el ephone> -- Replaces the tag with a string of randomly-chosen numeric
digitsin the form "123-456-7890". This uses a US-style telephone number, but it is
possible to generate telephone numbers in other formats by combining other kinds of
tags (e.g., to generate a telephone number in the UK format, you could use "+44
<random nuneri c: 4> <random nureri c: 6>",

<random nont h> -- Replaces the tag with the name of a randomly-chosen month.

<r andom ront h: {length}> -- Replaces the tag with the first {length} characters from the
name of a randomly-chosen month.

<gui d> -- Replaces the tag with a GUID (globally-unique identifier) value containing
hexadecimal digits in the form "12345678-90ab-cdef-1234-567890abcdef". GUID
values should be unique within the same LDIF file.

<sequent i al > -- Replaces the tag with a sequentially-increasing numeric value. The
first entry generated using thistag will have avalue of 0, the second avaue of 1, and
so on. Note that sequential counters are maintained on a per-attribute and per-template
basis, so it is possible to use multiple sequential countersin different attributes of the
same entry without impacting each other, and it is aso possible to use sequential
counters for the same attribute in different templates without impacting each other.
However, it is not possible to use multiple sequential counters for the same attribute in
the same template without them impacting each other.

<sequenti al : {initial}> -- Replaces the tag with a sequentially-increasing numeric value,
starting at specified initial value {initial}. Thefirst entry generated using thistag will
have avalue of {initial}, the second a value of {initial}+1, and so on. Note that sequential
counters are maintained on a per-attribute and per-template basis, so it is possible to
use multiple sequential countersin different attributes of the same entry without
impacting each other, and it is also possible to use sequential counters for the same
attribute in different templates without impacting each other. However, it is not
possible to use multiple sequential counters for the same attribute in the same template
without them impacting each other.

<l'i st : {valuel}, {value2}, ..., {valueN}> -- Replaces the tag with a randomly-chosen value

from the provided comma-delimited list. Each valuein thelist provided will have an
equal chance of being selected.
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<l'i st : {valuel}: {weight1}, {value2}: {weight2}, ..., {valueN}: {weightN}> -- Replaces the tag with a
randomly-chosen value from the provided comma-delimited weighted list. The weight
associated with each list item determines how likely that value isto be chosen. A list
item with aweight of 2 istwice as likely to be chosen as an item with aweight of 1.
The weights specified must be positive integers.

<fil e: {filename}> -- Replaces the tag with a randomly-chosen value from the specified
file. There should be one vaue per line of thefile. It isnot possible to assign weights
to the valuesin the file, but a value can be weighted artificially by including it in the
file multiple times. For example, avalue that appears in the file three times will be
three times as likely to be chosen as a value that appears only once.

<base64: {value}> -- Replaces the tag with the base64-encoded representation of {value}.
The value {value} will be converted into a byte array using the UTF-8 character set, and
then that byte array will be base64 encoded.

<base64: {charset}: {value}> -- Replaces the tag with the base64-encoded representation of
{value}. The value {value} will be converted into a byte array using the rules of the Java
character set {charset}, and then that byte array will be base64-encoded. See the Java API
documentation to determine the names of the character sets that may be used.

<I oop: {lowerBound}: {upperBound}> -- Creates ({upperBound} - {lowerBound} + 1) copies of this
line with this tag replaced in each copy with a sequentially-incrementing number
starting at {lowerBound} in the first copy, ({lowerBound} + 1) in the second copy, and so on,
so that in the last copy thistag will be replaced with {upperBound}. Notethat it is
possible to include multiple 1 oop tags on the same line (even with different {lowerBound}
values), but only the first tag will be used to determine the number of copies to create.

<cust om {class}> -- Replaces the tag with the value generated by invoking the custom
tag whose implementation is provided in the class {dlass}. The provided class name
{class} must be fully-qualified (i.e., including the package name if applicable), and that
class must exist in the classpath used to run MakelL DIF.

<cust om {class}: {argl}, {arg2}, ..., {argN}> -- Replaces the tag with the value generated by
invoking the custom tag whose implementation is provided in the class {class} with the
specified argument list. The provided class name {class} must be fully-qualified (i.e.,
including the package name if applicable), and that class must exist in the classpath
used to run MakeL DIF.
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Attribute Value Reference Tags

In addition to the standard replacement tags listed above, it is possible to use tags that
reference the values of other attributesin the same entry. These tags are called attribute
value reference tags and they may be used by simply enclosing the name of the desired
attribute in curly braces. When these tags are encountered in the template, they will be
replaced with the value of the specified attribute. |f the specified attribute has not been
assigned a value for the current entry, then thistag will be replaced with an empty string.

For example, consider the following excerpt from atemplate:

gi venName: <first>

sn: <l ast>

uid: {givenNane}. {sn}
cn: {givenNane} {sn}
mai | : {ui d} @xanpl e. com

If the value chosen for the first nameis "John" and the last nameis "Doe", then the
following LDIF output would result:

gi venNane: John

sn: Doe

ui d: John. Doe

cn: John Doe

mai | : John. Doe@xanpl e. com

Note that in order for thisto work properly, it is necessary to assign avalue to an attribute
before it may be referenced in this manner. |If, for example, the definition of the i |
attribute had appeared before the definition of the ui d attribute, then the resulting e-mail
address would have been " @xanpl e. com' because the "{ ui d} " tag would not have avalue
and therefore would have been replaced with an empty string.

It is also possible to place a colon after the name of the attribute followed by a positive
integer value {length}. Thiswill cause at most the first {length} characters of the value from
the specified attribute to be used instead of the entire value. For example, the template
excerpt:

gi venNane: <first>
sn: <l ast>
initials: {givenNane: 1}{sn: 1}

would produce the following LDIF for afirst name of "John" and alast name of "Doe":

gi venNane: John
sn: Doe
initials: JD
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It the specified {length} islonger than the value of the named attribute, then the entire
value of the attribute will be used and no padding will be added.

Tag Evaluation Order

The order in which tags are evaluated while parsing atemplate definition is important
because changing the evaluation order can change the way that the output is produced.
Although it is not possible for the end user to change this evaluation order, it is important
to understand how template definitions are processed so that LDIF files are generated in
the appropriate manner.

In most cases, it is not possible to nest tags. That is, the output of one tag cannot be used
asinput to another. For example, consider the following:

description: <random al pha: <random nuneri c: 5: 10>>

One might hope that this would first evaluate the "<r andom nuneri c: 5: 10>" tag to create
anumeric value between 5 and 10 (for example, 7) and then evaluate the outer tag as
"<random al pha: 7>". However, thisis not the case. Because of the way that Makel.DIF
parses template definitions, thiswill fail because it will try to interpret "<r andom' asan
integer value. Fortunately, thisis not a problem in most cases because enough variations
of the standard replacement tags have been provided to deal with this. For example, to
achieve the desired result attempted by the above template line, you can instead use:

description: <random al pha: 5: 10>

For the purposes of this discussion, Makel DIF parses template filesin the following
order:

1. All standard replacement tags other than base64, cust om and | oop.

2. All attribute value reference tags.
3. The base64 standard replacement tags (""<base64: {value}>" and "<base64: {charset}: {value}>").

4. The cust omstandard replacement tags ("<cust om {class}>" and "<cust om {class}: {argl},
{arg2}, ..., {argN}>").

5. The I oop standard replacement tag ("<I oop: {lowerBound}: {upperBound}>").
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Based on this order of operations, any tag at one level may be used as input to any tag at
ahigher level. For example, the following islegal because base64 standard replacement
tags are evaluated after attribute value reference tags:

description:: <base64:{gi venNane}>

Defining Custom Tags

One of the benefits of MakelL DIF isthe large number of tags that it provides that can be
used to customize the process of creating LDIF files. However, even with the large set of
tags provided, it may be desirable to extend the functionality even further. Thisis
possible through the use of custom tags.

Custom tags can be easily defined by creating a Java class that extends the abstract
cust onTag class. This class defines three methods:

public void initialize() -- Providesthe ability to perform any one-time
initialization that may be necessary when thistag isfirst created. Thisisan optiona
step, and by default no initiaization is performed.

public void reinitialize() -- Providesthe ability to perform additional
initialization every time the template is used to start processing anew branch. Thisis
also optional, and by default no reinitialization is performed.

public String generateQutput (String[] tagArgunents) -- Generates the output that
should appear whenever this custom tag isinvoked in the template. The provided set
of arguments can be used to customize the output as necessary. This method must be
implemented in all custom tags.

A Sample Custom Tag Implementation

To demonstrate the ease with which a custom tag may be implemented for use with
MakeL DIF, this section provides an implementation for a simple custom tag that can be
used to multiple integer values together. The integer values to be added will be provided
as arguments to the custom tag, and that set of integer valuesis the only information
necessary to perform thistask. Therefore, only the gener at eut put method needs area
implementation.

This custom tag may be implemented as follows:

/**
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* This class provides an inplenmentation of a MakeLD F customtag that will be
* used to calculate the sumof all the integer values provided as argunents
* to the tag.
*/
public class Suntustonirag
ext ends Cust onilag

/**
* Perfornms any necessary one-tinme initialization that should be perforned
* when this customtag is first created. In this case, no initialization
* is perforned.
*/
public void initialize()
{
/1 No inplenentation required.
}
/**

* Performs any initialization that should be performed each tine the LD F
* generation starts working on a new branch (e.g., to reset any internal

* variables that m ght have been in use). 1In this case, no
* reinitialization is perforned.
*/
public void reinitialize()
{
/1 No inplenentation required.
}
/**
* Parses the list of argunents, converts the values to integers, and totals
* those val ues.
*
* @aram tagArgunments The argunents containing the nuneric values to be
* t ot al ed.
*
* @eturn The string representation of the total of all the argunent
* val ues.
*

~

public String generateCQutput(String[] tagArgunents)
{

int sum = O;

for (int i=0; i < tagArguments.length; i++)

{

sum += | nt eger. parsel nt (tagArguments[i]);
}
return String.valued (sum;

}
}
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Using the Example Custom Tag

Once the custom tag class has been implemented and compiles properly, it may be used
by specifying that classin acust omtag in the template file. For example, to use the
custom tag we just implemented, then something like the following could be placed in the
templatefile:

cn: <custom SunCust onTag: 1, 2>

When Makel.DIF is run using atemplate that contains this definition, the
gener at eut put method of the suntust onirag class will be invoked and it will produce
output containing:

cn: 3

Because static values were provided as arguments to the tag, the output will be exactly
the same every time. Thisisnot all that useful in this case, but it doesn't have to be that
way. Asindicated earlier, custom tags are parsed after most other kinds of tags. This
means that it is possible to use something like:

ch: <custom SunCust onifag: <r andom nuneri c: 5>, <random nuneri c: 5>>

to use the output from other tags as arguments to the custom tag. In this case, each
"<random nureri c: 5>" tag will generate a 5-digit integer and then the custom tag will add
those values together. Unlike the previous example, the output in this case may be
different for each entry because the arguments are randomly-chosen values. Of course,
even then this particular custom tag is not al that useful, but it is a simple example that
can be used as the foundation for creating more useful custom tags for real-world
pUrpoSEs.
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TCPCapture and TCPReplay

The TCPCapture and TCPReplay tools provide a simple means of recording TCP network
communication so that it may be replayed later in an attempt to generate the same load. Itis
useful for certain types of load which may be generated by reproducing exactly the same
network traffic.

Running TCPCapture

The TCPCapture tool serves as a simple proxy that can record TCP traffic as it passes through to
the target server. It records only the client side of the communication so that it may be replayed
later using the TCPReplay tool, or using the TCP Replay job.

To start the TCPCapture tool, use the following command:
$ tool s/tcp-capture. sh {options}
where {options} should include the following:

e -L {port} -- Specifies the port on which the TCPCapture utility should accept connections
from clients.

e -h {address} -- Specifies the address of the server to which captured data should be
forwarded.

e -p {port} -- Specifies the port of the server to which captured data should be forwarded.

e -0 {file} -- Specifies the output file to which the captured data is to be written.
This utility will capture data and write it to the capture file until it is interrupted (e.g., using Ctrl
+C). Also, note that while the TCPCapture utility will forward communication in both directions

between the client and the backend server, it will only actually record the communication from
the client since that is the only data that will need to be replayed.
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Running TCPReplay

The TCPReplay tool provides a means of replaying requests from a client to generate load
against a server. The data to replay should be provided in a capture file that was obtained using
the TCPCapture utility.

To start the TCPReplay tool, use the following command:

$ tool s/tcp-replay. sh {options}

where {options} should include the following:

- h {address} -- Specifies the address of the server to which the data should be replayed.
-p {port} -- Specifies the port of the server to which the data is to be replayed.
-i {path} -- Specifies the path to the capture file containing the data to be replayed.

- P -- Indicates that the TCPReplay tool should attempt to preserve the original timing
between the requests captured. By default, a fixed delay will be inserted between each
packet.

- m {multiplier} -- Specifies a floating-point value that should be used as the multiplier to
apply to the original timing. This is only applicable if the "-p" argument is also
provided. Values less than one will cause the tool to attempt to replay operations faster
than the original timing (e.g., a value of 0.5 will wait half as long between request
packets, so it should go about twice as fast), while values greater than one will cause the
replay to be slower than the original communication. By default, a value of 1.0 will be
used.

-d {delay} -- Specifies a fixed delay (in milliseconds) to use between each packet that is
replayed. By default, no fixed delay will be inserted.

-1 {count} -- Specifies the number of times that the entire data set should be replayed. By
default, it will be replayed once.

- D {delay} -- Specifies the delay (in milliseconds) that should be inserted between
consecutive replays of the data set. By default, no delay will be inserted.

- T {duration} -- Specifies the maximum length of time (in milliseconds) that the replay
should be allowed to take. By default, no maximum time limit will be enforced.

-t {count} -- Specifies the number of threads to use to replay the data. Each thread will

replay the same communication independently on separate connections to the same
server. By default, a single thread will be used.
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ThroughputTest

The ThroughputTest utility may be used in an attempt to measure the network bandwidth
between two systems. It consists of client and server processes, and when the client establishes a
connection to the server, the server will send data to the client as quickly as possible. The client
will measure the amount of data that was transferred and the length of time required to do so and
will report the overall rate of data transfer. Note that this tool will measure the rate at which
actual data may be sent, and does not include TCP, IP, and other network headers.

The ThroughputTest Server

The following command may be used to start the ThroughputTest server:
$ tool s/throughput-test-server.sh {options}
where {options} may include:

e -p {port} -- Specifies the port on which the ThroughputTest server will listen for client
connections. By default, it will listen on port 3333.

e -b {size} -- Specifies the size in bytes of the buffer that should be used when sending data
to the client. The default buffer size is 8192 bytes.

e - N-- Indicates that the TCP_ NODELAY socket option should be used when sending data
to the client so that data from the server is flushed immediately to the client rather than

using Nagle's algorithm to wait for a brief period to see if more data might be sent and
could be included in the same packet.

The ThroughputTest Client

The following command may be used to start the ThroughputTest client:

$ tool s/throughput-test-client.sh {options}

where {options} may include:
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e -h {address} -- Specifies the address of the ThroughputTest server.
e -p {port} -- Specifies the port number for the ThroughputTest server.

e -b {size} -- Specifies the total amount of data in bytes that should be transferred from the
server to the client. If this is not provided, then there will be no limit on the amount of
data transferred.

e -d {time -- Specifies the length of time in seconds that the test should be allowed to run.
If this is not provided, then no time limit will be enforced.

e -B {size} -- Specifies the size in bytes of the buffer to use when sending data from the
server. The default buffer size is 8192 bytes.

Either the "-b {size}" or the "-d {time}" option must be specified in order to indicate when the
client should stop running. If both are provided, then client will stop as soon as either limit has
been reached.

When the test has completed, the client will report the network throughput measured using
multiple units (bits, bytes, kilobits, kilobytes, megabits, and megabytes per second). For
example:

$ java -jar ThroughputTestClient.jar -h server.example.com -d 60
Read 4038716240 bytes in 60008 milliseconds

Bits per second: 538495498.667
Bytes per Second: 67311937.333
Kilobits per Second: 525874.510

Kilobytes per Second: 65734.314
Megabits per Second: 513.549
Megabytes per Second: 64.194
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UDPPIng

The UDPPing utility provides a mechanism for measuring network latency between two hosts.
The client accomplishes this by sending UDP messages to the echo service (or an instance of the
UDPPing server) on the server system and tracking the length of time required to receive the
response. It is most accurate when there is significant latency, as when the client and server are
separated by a WAN, or are communicating over the internet.

Running the UDPPing Client

The UDPPing client may be run using the following command:

$ tool s/ udp- pi ng. sh {options}

where {options} may include:

50

-h {address} -- Specifies the address of the server to which to send the requests.

-p {port} -- Specifies the port of the server on which to send the requests. By default, it
will use UDP port 7, which is the port used by the standard echo service.

- ¢ {count} -- Specifies the total number of ping requests to send. By default, there will be
no limit.

-i {interval} -- Specifies the interval in milliseconds between requests. By default, an
interval of 1000 milliseconds will be used.

-s {size} -- Specifies the size in bytes of the UDP datagrams used in the ping requests.
This may not be less than 12 bytes. By default, a value of 64 bytes will be used.

-t {timeout} -- Specifies the maximum length of time in milliseconds to wait for a
response to a ping requests before assuming that either the request or response packet was

lost. By default, a timeout of 1000 milliseconds will be used.

- R-- Indicates that the UDPPing client should use a high-resolution timer to increase the
accuracy of the measurements.
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Running the UDPPing Server

If the UDP-based echo service is running on the target server, then the UDPPing client can use it
to measure network latency. However, if this service is not enabled, then you may run the
UDPPing server on the target system to achieve the same result. It may be run using the
following command:

$ tool s/ udp- pi ng-server {options}
where {options} may include:

e -p {port} -- Specifies the port on which to listen for requests. By default, it will listen on
port 7777.

e -v -- Indicates that the server should operate in verbose mode.
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SLAMD License

The SLAMD Distributed Load Generation Engine (SLAMD) is distributed under the Sun Public
License Version 1.0. This is an OSI-approved Open Source license, and more information about
such licenses may be found at http://www.opensource.org/. The full text of the Sun Public
License Version 1.0 is provided below for reference.

SUN PUBLIC LICENSE Version 1.0

1.
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Definitions.

1.0.1. "Commercial Use" means distribution or otherwise making the
Covered Code available to a third party.

1.1. "Contributor" means each entity that creates or contributes to
the creation of Modifications.

1.2. "Contributor Version" means the combination of the Original Code,
prior Modifications used by a Contributor, and the Modifications made
by that particular Contributor.

1.3. "Covered Code" means the Original Code or Modifications or the
combination of the Original Code and Modifications, in each case
including portions thereof and corresponding documentation released
with the source code.

1.4. "Electronic Distribution Mechanism" means a mechanism generally
accepted in the software development community for the electronic
transfer of data.

1.5. "Executable" means Covered Code in any form other than Source
Code.
1.6. "Initial Developer" means the individual or entity identified as

the Initial Developer in the Source Code notice required by Exhibit A.

1.7. "Larger Work" means a work which combines Covered Code or
portions thereof with code not governed by the terms of this License.

1.8. "License" means this document.
1.8.1. "Licensable" means having the right to grant, to the maximum

extent possible, whether at the time of the initial grant or
subsequently acquired, any and all of the rights conveyed herein.
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1.9. "Modifications" means any addition to or deletion from the
substance or structure of either the Original Code or any previous
Modifications. When Covered Code is released as a series of files, a
Modification is:

A. Any addition to or deletion from the contents of a file containing
Original Code or previous Modifications.

B. Any new file that contains any part of the Original Code or
previous Modifications.

1.10. "Original Code" means Source Code of computer software code
which is described in the Source Code notice required by Exhibit A as
Original Code, and which, at the time of its release under this
License is not already Covered Code governed by this License.

1.10.1. "Patent Claims" means any patent claim(s), now owned or
hereafter acquired, including without limitation, method, process, and
apparatus claims, in any patent Licensable by grantor.

1.11. "Source Code" means the preferred form of the Covered Code for
making modifications to it, including all modules it contains, plus
any associated documentation, interface definition files, scripts used
to control compilation and installation of an Executable, or source
code differential comparisons against either the Original Code or
another well known, available Covered Code of the Contributor's
choice. The Source Code can be in a compressed or archival form,
provided the appropriate decompression or de-archiving software is
widely available for no charge.

1.12. "You" (or "Your") means an individual or a legal entity
exercising rights under, and complying with all of the terms of, this
License or a future version of this License issued under Section 6.1.
For legal entities, "You" includes any entity which controls, is
controlled by, or is under common control with You. For purposes of
this definition, "control" means (a) the power, direct or indirect, to
cause the direction or management of such entity, whether by contract
or otherwise, or (b) ownership of more than fifty percent (50%) of the
outstanding shares or beneficial ownership of such entity.

2. Source Code License.
2.1 The Initial Developer Grant.

The Initial Developer hereby grants You a world-wide, royalty-free,
non-exclusive license, subject to third party intellectual property
claims:

(a) under intellectual property rights (other than patent or
trademark) Licensable by Initial Developer to use, reproduce, modify,
display, perform, sublicense and distribute the Original Code (or
portions thereof) with or without Modifications, and/or as part of a
Larger Work; and
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2.

1.

(b) under Patent Claims infringed by the making, using or selling of
Original Code, to make, have made, use, practice, sell, and offer for
sale, and/or otherwise dispose of the Original Code (or portions
thereof) .

(c) the licenses granted in this Section 2.1 (a) and (b) are effective
on the date Initial Developer first distributes Original Code under
the terms of this License.

(d) Notwithstanding Section 2.1 (b) above, no patent license is
granted: 1) for code that You delete from the Original Code; 2)
separate from the Original Code; or 3) for infringements caused

i) the modification of the Original Code or ii) the combination of the
Original Code with other software or devices.

Contributor Grant.

Subject to third party intellectual property claims, each Contributor
hereby grants You a world-wide, royalty-free, non-exclusive license

(a) under intellectual property rights (other than patent or
trademark) Licensable by Contributor, to use, reproduce, modify,
display, perform, sublicense and distribute the Modifications created
by such Contributor (or portions thereof) either on an unmodified
basis, with other Modifications, as Covered Code and/or as part of a
Larger Work; and

(b) under Patent Claims infringed by the making, using, or selling of
Modifications made by that Contributor either alone and/or in
combination with its Contributor Version (or portions of such
combination), to make, use, sell, offer for sale, have made, and/or
otherwise dispose of: 1) Modifications made by that Contributor (or
portions thereof); and 2) the combination of Modifications made by
that Contributor with its Contributor Version (or portions of such
combination) .

(c) the licenses granted in Sections 2.2(a) and 2.2 (b) are effective
on the date Contributor first makes Commercial Use of the Covered
Code.

(d) notwithstanding Section 2.2 (b) above, no patent license is
granted: 1) for any code that Contributor has deleted from the
Contributor Version; 2) separate from the Contributor Version; 3) for
infringements caused by: i) third party modifications of Contributor
Version or ii) the combination of Modifications made by that
Contributor with other software (except as part of the Contributor
Version) or other devices; or 4) under Patent Claims infringed by
Covered Code in the absence of Modifications made by that Contributor.

Distribution Obligations.

Application of License.
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The Modifications which You create or to which You contribute are
governed by the terms of this License, including without limitation
Section 2.2. The Source Code version of Covered Code may be
distributed only under the terms of this License or a future version
of this License released under Section 6.1, and You must include a
copy of this License with every copy of the Source Code You
distribute. You may not offer or impose any terms on any Source Code
version that alters or restricts the applicable version of this
License or the recipients' rights hereunder. However, You may include
an additional document offering the additional rights described in
Section 3.5.

3.2. Availability of Source Code.

Any Modification which You create or to which You contribute must be
made available in Source Code form under the terms of this License
either on the same media as an Executable version or via an accepted
Electronic Distribution Mechanism to anyone to whom you made an
Executable version available; and if made available via Electronic
Distribution Mechanism, must remain available for at least twelve (12)
months after the date it initially became available, or at least six
(6) months after a subsequent version of that particular Modification
has been made available to such recipients. You are responsible for
ensuring that the Source Code version remains available even if the
Electronic Distribution Mechanism is maintained by a third party.

3.3. Description of Modifications.

You must cause all Covered Code to which You contribute to contain a
file documenting the changes You made to create that Covered Code and
the date of any change. You must include a prominent statement that
the Modification is derived, directly or indirectly, from Original
Code provided by the Initial Developer and including the name of the
Initial Developer in (a) the Source Code, and (b) in any notice in an
Executable version or related documentation in which You describe the
origin or ownership of the Covered Code.

3.4. Intellectual Property Matters.
(a) Third Party Claims.

If Contributor has knowledge that a license under a third party's
intellectual property rights is required to exercise the rights
granted by such Contributor under Sections 2.1 or 2.2, Contributor
must include a text file with the Source Code distribution titled
"LEGAL'' which describes the claim and the party making the claim in
sufficient detail that a recipient will know whom to contact. If
Contributor obtains such knowledge after the Modification is made
available as described in Section 3.2, Contributor shall promptly
modify the LEGAL file in all copies Contributor makes available
thereafter and shall take other steps (such as notifying appropriate
mailing lists or newsgroups) reasonably calculated to inform those who
received the Covered Code that new knowledge has been obtained.
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(b) Contributor APIs.

If Contributor's Modifications include an application programming
interface ("API") and Contributor has knowledge of patent licenses
which are reasonably necessary to implement that API, Contributor must
also include this information in the LEGAL file.

(c) Representations.

Contributor represents that, except as disclosed pursuant to Section
3.4 (a) above, Contributor believes that Contributor's Modifications
are Contributor's original creation(s) and/or Contributor has
sufficient rights to grant the rights conveyed by this License.

Required Notices.

You must duplicate the notice in Exhibit A in each file of the Source
Code. If it is not possible to put such notice in a particular Source
Code file due to its structure, then You must include such notice in a
location (such as a relevant directory) where a user would be likely
to look for such a notice. If You created one or more Modification (s)
You may add your name as a Contributor to the notice described in
Exhibit A. You must also duplicate this License in any documentation
for the Source Code where You describe recipients' rights or ownership
rights relating to Covered Code. You may choose to offer, and to
charge a fee for, warranty, support, indemnity or liability
obligations to one or more recipients of Covered Code. However, You
may do so only on Your own behalf, and not on behalf of the Initial
Developer or any Contributor. You must make it absolutely clear than
any such warranty, support, indemnity or liability obligation is
offered by You alone, and You hereby agree to indemnify the Initial
Developer and every Contributor for any liability incurred by the
Initial Developer or such Contributor as a result of warranty,
support, indemnity or liability terms You offer.

Distribution of Executable Versions.

You may distribute Covered Code in Executable form only if the
requirements of Section 3.1-3.5 have been met for that Covered Code,
and if You include a notice stating that the Source Code version of
the Covered Code is available under the terms of this License,
including a description of how and where You have fulfilled the
obligations of Section 3.2. The notice must be conspicuously included
in any notice in an Executable version, related documentation or
collateral in which You describe recipients' rights relating to the
Covered Code. You may distribute the Executable version of Covered
Code or ownership rights under a license of Your choice, which may
contain terms different from this License, provided that You are in
compliance with the terms of this License and that the license for the
Executable version does not attempt to limit or alter the recipient's
rights in the Source Code version from the rights set forth in this
License. If You distribute the Executable version under a different
license You must make it absolutely clear that any terms which differ
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from this License are offered by You alone, not by the Initial
Developer or any Contributor. You hereby agree to indemnify the
Initial Developer and every Contributor for any liability incurred by
the Initial Developer or such Contributor as a result of any such
terms You offer.

3.7. Larger Works.

You may create a Larger Work by combining Covered Code with other code
not governed by the terms of this License and distribute the Larger
Work as a single product. In such a case, You must make sure the
requirements of this License are fulfilled for the Covered Code.

4. Inability to Comply Due to Statute or Regulation.

If it is impossible for You to comply with any of the terms of this
License with respect to some or all of the Covered Code due to
statute, judicial order, or regulation then You must: (a) comply with
the terms of this License to the maximum extent possible; and (b)
describe the limitations and the code they affect. Such description
must be included in the LEGAL file described in Section 3.4 and must
be included with all distributions of the Source Code. Except to the
extent prohibited by statute or regulation, such description must be
sufficiently detailed for a recipient of ordinary skill to be able to
understand it.

5. Application of this License.

This License applies to code to which the Initial Developer has
attached the notice in Exhibit A and to related Covered Code.

6. Versions of the License.
6.1. New Versions.

Sun Microsystems, Inc. ("Sun") may publish revised and/or new versions
of the License from time to time. Each version will be given a
distinguishing version number.

6.2. Effect of New Versions.

Once Covered Code has been published under a particular version of the
License, You may always continue to use it under the terms of that
version. You may also choose to use such Covered Code under the terms
of any subsequent version of the License published by Sun. No one
other than Sun has the right to modify the terms applicable to Covered
Code created under this License.

6.3. Derivative Works.
If You create or use a modified version of this License (which you may
only do in order to apply it to code which is not already Covered Code

governed by this License), You must: (a) rename Your license so that
the phrases "Sun," "Sun Public License," or "SPL" or any confusingly
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similar phrase do not appear in your license (except to note that your
license differs from this License) and (b) otherwise make it clear
that Your version of the license contains terms which differ from the
Sun Public License. (Filling in the name of the Initial Developer,
Original Code or Contributor in the notice described in Exhibit A
shall not of themselves be deemed to be modifications of this
License.)

7. DISCLAIMER OF WARRANTY.

COVERED CODE IS PROVIDED UNDER THIS LICENSE ON AN "AS IS'' BASIS,
WITHOUT WARRANTY OF ANY KIND, EITHER EXPRESSED OR IMPLIED, INCLUDING,
WITHOUT LIMITATION, WARRANTIES THAT THE COVERED CODE IS FREE OF
DEFECTS, MERCHANTABLE, FIT FOR A PARTICULAR PURPOSE OR NON-INFRINGING.
THE ENTIRE RISK AS TO THE QUALITY AND PERFORMANCE OF THE COVERED CODE
IS WITH YOU. SHOULD ANY COVERED CODE PROVE DEFECTIVE IN ANY RESPECT,
YOU (NOT THE INITIAL DEVELOPER OR ANY OTHER CONTRIBUTOR) ASSUME THE
COST OF ANY NECESSARY SERVICING, REPAIR OR CORRECTION. THIS DISCLAIMER
OF WARRANTY CONSTITUTES AN ESSENTIAL PART OF THIS LICENSE. NO USE OF
ANY COVERED CODE IS AUTHORIZED HEREUNDER EXCEPT UNDER THIS DISCLAIMER.

8. TERMINATION.

8.1. This License and the rights granted hereunder will terminate
automatically if You fail to comply with terms herein and fail to cure
such breach within 30 days of becoming aware of the breach. All
sublicenses to the Covered Code which are properly granted shall
survive any termination of this License. Provisions which, by their
nature, must remain in effect beyond the termination of this License
shall survive.

8.2. If You initiate litigation by asserting a patent infringement

claim (excluding declaratory judgment actions) against Initial Developer
or a Contributor (the Initial Developer or Contributor against whom

You file such action is referred to as "Participant") alleging that:

(a) such Participant's Contributor Version directly or indirectly
infringes any patent, then any and all rights granted by such
Participant to You under Sections 2.1 and/or 2.2 of this License
shall, upon 60 days notice from Participant terminate prospectively,
unless if within 60 days after receipt of notice You either: (i)
agree in writing to pay Participant a mutually agreeable reasonable
royalty for Your past and future use of Modifications made by such
Participant, or (ii) withdraw Your litigation claim with respect to
the Contributor Version against such Participant. If within 60 days
of notice, a reasonable royalty and payment arrangement are not
mutually agreed upon in writing by the parties or the litigation claim
is not withdrawn, the rights granted by Participant to You under
Sections 2.1 and/or 2.2 automatically terminate at the expiration of
the 60 day notice period specified above.

(b) any software, hardware, or device, other than such Participant's

Contributor Version, directly or indirectly infringes any patent, then
any rights granted to You by such Participant under Sections 2.1 (b)
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11.

and 2.2 (b) are revoked effective as of the date You first made, used,
sold, distributed, or had made, Modifications made by that
Participant.

8.3. If You assert a patent infringement claim against Participant
alleging that such Participant's Contributor Version directly or
indirectly infringes any patent where such claim is resolved (such as
by license or settlement) prior to the initiation of patent
infringement litigation, then the reasonable value of the licenses
granted by such Participant under Sections 2.1 or 2.2 shall be taken
into account in determining the amount or value of any payment or
license.

8.4. In the event of termination under Sections 8.1 or 8.2 above, all
end user license agreements (excluding distributors and resellers)
which have been validly granted by You or any distributor hereunder
prior to termination shall survive termination.

LIMITATION OF LIABILITY.

UNDER NO CIRCUMSTANCES AND UNDER NO LEGAL THEORY, WHETHER TORT
(INCLUDING NEGLIGENCE), CONTRACT, OR OTHERWISE, SHALL YOU, THE INITIAL
DEVELOPER, ANY OTHER CONTRIBUTOR, OR ANY DISTRIBUTOR OF COVERED CODE,
OR ANY SUPPLIER OF ANY OF SUCH PARTIES, BE LIABLE TO ANY PERSON FOR
ANY INDIRECT, SPECIAL, INCIDENTAL, OR CONSEQUENTIAL DAMAGES OF ANY
CHARACTER INCLUDING, WITHOUT LIMITATION, DAMAGES FOR LOSS OF GOODWILL,
WORK STOPPAGE, COMPUTER FAILURE OR MALFUNCTION, OR ANY AND ALL OTHER
COMMERCIAL DAMAGES OR LOSSES, EVEN IF SUCH PARTY SHALL HAVE BEEN
INFORMED OF THE POSSIBILITY OF SUCH DAMAGES. THIS LIMITATION OF
LIABILITY SHALL NOT APPLY TO LIABILITY FOR DEATH OR PERSONAL INJURY
RESULTING FROM SUCH PARTY'S NEGLIGENCE TO THE EXTENT APPLICABLE LAW
PROHIBITS SUCH LIMITATION. SOME JURISDICTIONS DO NOT ALLOW THE
EXCLUSION OR LIMITATION OF INCIDENTAL OR CONSEQUENTIAL DAMAGES, SO
THIS EXCLUSION AND LIMITATION MAY NOT APPLY TO YOU.

.S. GOVERNMENT END USERS.

The Covered Code is a "commercial item," as that term is defined in 48
C.F.R. 2.101 (Oct. 1995), consisting of "commercial computer software"
and "commercial computer software documentation," as such terms are
used in 48 C.F.R. 12.212 (Sept. 1995). Consistent with 48 C.F.R.
12.212 and 48 C.F.R. 227.7202-1 through 227.7202-4 (June 1995), all
U.S. Government End Users acquire Covered Code with only those rights
set forth herein.

MISCELLANEOUS.

This License represents the complete agreement concerning subject
matter hereof. If any provision of this License is held to be
unenforceable, such provision shall be reformed only to the extent
necessary to make it enforceable. This License shall be governed by
California law provisions (except to the extent applicable law, if
any, provides otherwise), excluding its conflict-of-law provisions.
With respect to disputes in which at least one party is a citizen of,
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or an entity chartered or registered to do business in the United
States of America, any litigation relating to this License shall be
subject to the jurisdiction of the Federal Courts of the Northern
District of California, with venue lying in Santa Clara County,
California, with the losing party responsible for costs, including
without limitation, court costs and reasonable attorneys' fees and
expenses. The application of the United Nations Convention on
Contracts for the International Sale of Goods is expressly excluded.
Any law or regulation which provides that the language of a contract
shall be construed against the drafter shall not apply to this
License.

12. RESPONSIBILITY FOR CLAIMS.

As between Initial Developer and the Contributors, each party is
responsible for claims and damages arising, directly or indirectly,
out of its utilization of rights under this License and You agree to
work with Initial Developer and Contributors to distribute such
responsibility on an equitable basis. Nothing herein is intended or
shall be deemed to constitute any admission of liability.

13. MULTIPLE-LICENSED CODE.

Initial Developer may designate portions of the Covered Code as
"Multiple-Licensed". "Multiple-Licensed" means that the Initial
Developer permits you to utilize portions of the Covered Code under
Your choice of the alternative licenses, if any, specified by the
Initial Developer in the file described in Exhibit A.

Exhibit A -Sun Public License Notice.

The contents of this file are subject to the Sun Public License
Version 1.0 (the "License"); you may not use this file except in
compliance with the License. A copy of the License is available at
http://www.sun.com/

The Original Code is . The Initial Developer of the
Original Code is . Portions created by are Copyright
(C) . All Rights Reserved.

Contributor(s) :

Alternatively, the contents of this file may be used under the terms

of the license (the "[_ ] License"), in which case the
provisions of [ ] License are applicable instead of those above.
If you wish to allow use of your version of this file only under the
terms of the [ ] License and not to allow others to use your

version of this file under the SPL, indicate your decision by deleting
the provisions above and replace them with the notice and other

provisions required by the [ ] License. If you do not delete the
provisions above, a recipient may use your version of this file under
either the SPL or the [ ] License."

[NOTE: The text of this Exhibit A may differ slightly from the text of
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the notices in the Source Code files of the Original Code. You should
use the text of this Exhibit A rather than the text found in the
Original Code Source Code for Your Modifications.]
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